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ABSTRACT

Four different Atmospheric Radiation Measurement Program Cloud and Radiation Test Bed (ARM–CART)
Single-Column Model (SCM) datasets were used to force an SCM in a number of simulations performed to
study the influence of land surface fluxes on precipitation. The SCM employed Goddard Earth Observing System
(GEOS-2) GCM physics, which includes a recent version of prognostic cloud scheme (Microphysics of Clouds
with Relaxed Arakawa–Schubert), and a land model (Simplified Simple Biosphere Model) coupled to a highly
resolved soil hydrological description in the vertical. The four ARM–CART datasets employed in these studies
are referred as case 1, case 3, case 4, and case 8. The SCM simulation results broadly confirm the previous
findings that an increase in the solar absorption and surface evaporation helps to increase the local rainfall, but
they also reveal that the magnitude of the rainfall increase is strongly affected by the ability of the background
circulation to promote moist convection. The simulated precipitation increase was as large as 50% of the
evapotranspiration increase for case 1 that covered a relatively wet period. It was substantially reduced for cases
3 and 4 covering a normal rainfall period and became negligible for case 8, a dry case. A part of evaporation
increase became horizontal divergence of water vapor; this would have the potential of increasing the precipitation
downstream of the test region. For a particular background circulation, it was found that the evaporation–
precipitation relationship, often defined as recycling ratio, is remarkably robust even for a large range of vegetation
covers, soil types, and initial soil moistures. Notwithstanding the limitations of only one-way interaction (i.e.,
the large scale influencing the regional physics and not vice versa), the current SCM simulations show that
recycling ratio is a function of the background circulation and not a regional and/or seasonal feature. Indeed,
a vigorous biosphere can help to produce more rainfall under wet conditions but may do little to dislodge a
large-scale drought. It is pointed out that even though these inferences are robust, they are prone to weaknesses
of the SCM physics as well as the assumption of the large scale remaining unaffected by changes of moist
processes.

1. Introduction

The earth’s biosphere can influence surface moisture
and energy fluxes through four primary controls, name-
ly: (i) absorption of solar radiation within leaf organi-
zations of vegetation canopies; (ii) evapotranspiration
via access to root-zone soil moisture; (iii) stomatal con-
trol that naturally stifles evapotranspiration during warm
and/or dry episodes; and (iv) altered surface roughness
(on the scale of turbulent eddies), which acts to increase
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the boundary layer depth and cross-isobaric moisture
convergence. In dry regions, scant vegetation leads to
lesser transpiration and higher surface albedo, which in
turn reduces solar absorption, land surface fluxes, and
rainfall (e.g., Sud and Molod 1988; Dirmeyer and Shuk-
la 1994). Likewise, removal of vegetation in any typical
region can lead to reduction of evapotranspiration and/
or land surface roughness and thereby to a decrease in
rainfall (e.g., Sud and Smith 1985; Sud et al. 1988;
Walker et al. 1995). A discernible dependence of rainfall
on vegetation has been simulated and/or discussed in
several papers (e.g., Dickinson 1980; Anthes 1984; Av-
issar 1992; Sud and Fennessy 1982, 1984).

The dependence of summer-season precipitation on
biospheric processes can also be inferred from the first
principles of moist convection as enunciated by Arak-
awa and Schubert (1974). The very same principles of
moist convection have been used in the design of a
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FIG. 1. Schematic representation of convective, stratiform, and boundary layer clouds in
McRAS [adapted from Sud and Walker (1999)].

TABLE 1. Soil types and parameters in the ISLSCP Initiative-I GEWEX GSWP dataset.

Soil type Index Porosity cs (m) ks (m s21) B

Coarse—loamy sand
Medium coarse—sandy loam
Medium—loam
Fine medium—sandy clay loam
Fine—clay loam

1
2
3
4
5

0.421
0.434
0.439
0.404
0.465

0.0363
0.1413
0.3548
0.1349
0.2630

1.41 3 1025

5.23 3 1026

3.38 3 1026

4.45 3 1026

2.45 3 1026

4.26
4.74
5.25
6.77
8.17

whole generation of physically based cumulus schemes,
including relaxed Arakawa–Schubert (RAS; Moorthi
and Suarez 1992) and Microphysics of Clouds with Re-
laxed Arakawa–Schubert (McRAS; Sud and Walker
1999). Sud et al. (1993, 1995) pedagogically argued and
demonstrated that each vegetation process, when limited
to affect the overlying column–atmospheric sounding,
helps to promote moist convection. Specifically, a sur-
face albedo increase leads to a near-surface energy def-
icit that reduces convective available potential energy
(CAPE) and suppresses moist convection. Simulations
in which the relative proportions of evapotranspiration
and sensible fluxes [but not their sum (e.g., Sud et al.
1988)] are altered reveal that more evapotranspiration
promotes more convective rainfall because it better en-
ables CAPE accumulation before the moist convection
gets ‘‘turned on.’’ Larger CAPE naturally enables moist

convection to reach deeper into the atmosphere thereby
producing more precipitation and associated atmospher-
ic warming. Since convective (as opposed to stratiform)
precipitation produces less fractional cloud cover, con-
vective clouds allow more insolation to reach the surface
of the earth, which naturally enhances the energy avail-
able for surface energy fluxes. Together with observa-
tional analyses (e.g., Otterman et al. 1990; Nicholson
1985; Skole and Tucker 1993) also suggesting precip-
itation enhancement by vegetation, such findings pro-
vide a rational physical basis for understanding the in-
fluence of vegetation on precipitation.

Pioneering GCM studies of Amazonian deforestation
(e.g., Dickinson and Henderson-Sellers 1988; Hender-
son-Sellers et al. 1993) were performed to examine the
impact of tropical rainforests on local precipitation. The
outcome became rather ambiguous when results of sev-
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FIG. 2. SCM testing of McRAS with ARM–CART datasets for cases 1, 3, 4, and 8. (a)–(c) Simulation errors (simulation minus observed
differences) for the temperature, specific humidity, and precipitation, respectively, for the SCM region using ARM–CART data forcings.
Dashed contours are used for negative values. Observed precipitation is drawn dark solid in (c).

eral GCMs (each with its own interactive biosphere)
were examined side by side. Table 1 of Hahmann and
Dickinson (1997) shows a comparison of evapotrans-
piration, moisture convergence, and local rainfall sim-
ulated by 15 different GCMs that had been variously
used to perform Amazon deforestation experiments. Al-
though the majority of models simulated a substantial
decrease in rainfall in response to deforestation, a few
models simulated no change or even an increase in rain-
fall. Eltahir and Bras (1993) show that such differences
are caused by the competing effects of (i) moisture con-
vergence produced by the thermal heating of the lower
troposphere and (ii) the moisture deficit caused by re-
duced evapotranspiration in deforestation. Clearly, some
differences in the Hahmann and Dickinson (1997) com-
parison could be due to differences in the location and
the extent of the imposed deforestation anomalies or in
the simulated climatic index of dryness (Koster and
Suarez 1999). Regardless of the reason for such large
spreads among modeled inferences, the outcome tan-
tamounts to poor overall understanding of vegetation–
atmosphere interactions and cloud processes. Since
models are expected to simulate the synthesized inter-

actions among submodels, such model-to-model vari-
ations reveal lack of a satisfactory representation of
modeled processes.

We submit that there is a fundamental need for (i) more
extensive validation of modeled processes in GCMs and
(ii) devising more ingenious ways of examining the land–
atmosphere interaction problem to better isolate the fun-
damental processes and arrive at a better answer. One
promising tool for analyzing land–atmosphere interactions
is a Single-Column Model (SCM). An SCM uses best
available estimate of observations [often generated from
analysis of observations collected during an intensive ob-
serving period (IOP) or even a four-dimensional data as-
similation analysis] to drive a particular column atmo-
sphere. Therefore, an SCM has the ability to reveal the
simulation accuracy as well as the importance of specific
physical processes. We begin by examining the evidence
of our SCM’s performance in four Atmospheric Radiation
Measurement Program Cloud and Radiation Test Bed
(ARM–CART) data–forced simulations. Only after such
evaluations are found to be satisfactory, will we attempt
to use the SCM to analyze its response to biosphere–
precipitation interactions.
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FIG. 2. (Continued)

We examine the influence of the biosphere on summer
precipitation over the ARM–CART site of the mid-
western Great Plains in the United States [for site de-
tails, see Randall and Cripe (1999, their Fig. 1, p. 24
531)]. This region is affected by strong moisture ad-
vection by the low-level jet, a manifestation of the large-
scale forcing. Our SCM is coupled to Simplified Simple
Biosphere Model (SSiB) for simulating biosphere–at-
mosphere interactions; SSiB in turn is coupled to a high-
ly resolved 1D soil hydrological model that yields an
accurate numerical solution of Richards’s equation. The
McRAS state-of-the-art cloud physics package is cou-
pled to the Goddard Earth Observing System (GEOS-
2) GCM physics and has been shown to produce realistic
results (Sud and Walker 1999). Our goal is to simulate
soil–vegetation–atmosphere interactions as realistically
as possible. The lower hydrologic boundary condition
is set 5 m below the surface of the land. Assuming that
such a model is satisfactory for the Great Plains region,
what could we learn about the response of the column
atmosphere to changes in surface fluxes? The specific
question we pose is if the large-scale atmosphere was
essentially unaffected by much smaller scale changes in
the land surface fluxes due to changes in vegetation
cover or soil type or soil moisture, how would the veg-
etation–soil–rainfall interaction be affected locally? To

answer this question, we force the SCM to interact with
a suite of soil types, soil moistures, and/or vegetation
cover fractions; we use four ARM–CART cases rep-
resenting one wet rainfall, two near-normal, and one
very dry period. For sensitivity evaluations, we perturb
the boundary conditions. We will describe our SCM,
the cloud scheme called McRAS, and the new 100-layer
soil hydrological model in section 2. We will show some
evidence of the intrinsic reliability of the SCM’s physics
in section 3. We will then show key results of SCM
studies with four ARM–CART datasets using five soil
types and a full range of soil moisture and vegetation
covers in section 4. The broader implications of our
findings are discussed in section 5.

2. Single-column model

SCMs have a long history of use for evaluating phys-
ical submodels representing boundary layer processes
(e.g., Hoffert and Sud 1976), land surface hydrology
(Koster and Eagleson 1990), and moist processes in-
cluding convection and downdrafts (e.g., Cheng 1989).
Randall et al. (1996) discussed a variety of innovative
uses of SCMs and illustrated how an SCM could be a
useful device for model parameterization evaluation
and/or scientific hypothesis validation. We will use our
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FIG. 2. (Continued)

SCM to validate the hypothesis that land surface bio-
spheric processes, particularly evapotranspiration, have
a positive feedback effect on convective precipitation.
Our earlier findings (Sud et al. 1993, 1995) were that
all biospheric processes help to promote local rainfall,
particularly the convective type. Since the inferences
were based on global soundings, they are expected to
hold for the midwestern United States typified by the
ARM–CART site. However, the magnitude of this feed-
back was not discerned in those findings. To estimate
the magnitude of these feedbacks as well as to reevaluate
the earlier findings, we propose to force our SCM with
the ARM–CART SCM data. Comparison of simulations
with observations will help us to better differentiate
between the mathematical and/or numerical character-
istics of our parameterization vis-à-vis the reality of the
atmosphere.

Our SCM has been extensively described in Sud and
Walker (1993), who used it for evaluating the design of
a convective downdraft scheme using Global Atmo-
spheric Research Program Atlantic Tropical Experiment
(GATE) Phase-III data. More recently, Sud and Walker
(1999) used the same SCM to evaluate the performance
of a new McRAS. In these evaluations, there were vir-
tually no time-mean biases. The ARM–CART SCM da-

tasets are more recent and comprehensive. Several mod-
eling groups are using these datasets internationally. Re-
cently, ARM–CART case-1 data were used for model
intercomparison (Ghan et al. 2000). Our SCM did a
fairly reasonable job of simulating time histories of tem-
perature, humidity, and precipitation. The simulated at-
mospheric lapse rates were also reasonable except for
some discernible errors in the boundary layer. These
errors have been of some concern, but given that the
SCM’s lapse rates are bracketed between the dry and
moist adiabatic, whereas the observations are not, the
boundary layer lapse rate differences remain a puzzle
to date.

Randall and Cripe (1999) discussed three different
ways in which an SCM can be used for testing physical
parameterizations. In the very basic form, that is, with-
out flux adjustments or artificial relaxation, which the
authors call ‘‘Revealed Forcing’’ [also baseline case of
Ghan et al. (2000)], the specific humidity q tendency of
the atmosphere is expressed by

]q ]vq
5 2 = · Vq 1 1 P. (1)1 2]t ]p

Here = ·Vq is the domain-averaged horizontal, and ]vq/
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]p is the domain-averaged vertical, flux divergence ten-
dency of q. All modeled physical processes are folded
into the P tendency, the last term of (1). Clearly, the
flux forms of moisture transports contain the sum of
advective plus divergent tendencies. Equation (1) can
now be recast with q split three ways: (i) as observed,
qobs; (ii) as affected by the time-integrated influence of
land surface fluxes (lsf ), ; and (iii) as affected by theq9lsf

time-integrated influence of SCM errors, , yieldingq9me

q 5 q 1 q9 1 q9 .obs lsf me (2)

On substitution and dropping primes for clarity, (1) be-
comes

]q ]vq ]vqobs lsf5 2 = · Vq 1 2 = · Vqobs lsf1 2 1 2]t ]p ]p

]vqme2 = · Vq 1 1 P. (3)me1 2]p

The observed tendency can also be written in the ad-
vective form, which merely alters the first term on the
rhs to give

]q ]q ]vqobs lsf5 2 V · =q 1 v 2 = · Vq 1obs lsf1 2 1 2]t ]p ]p

]vqme2 = · Vq 1 1 P. (4)me1 2]p

A simulation without vegetation or soil-type anom-
alies will have only the first and third terms contained
in square brackets on the rhs, plus its tendency due to
physical adjustment, Pcont. The anomalous land surface
fluxes of our study will have all the three terms affecting
the tendency, plus its influence on the physical adjust-
ment term, Plsf . By appropriately accounting for these
contributions, we can delineate the land surface (veg-
etation and/or soil) fluxes anomaly influence on precip-
itation changes represented in Plsf .

First let us recast (4) in the following forms:

]q ]vqme5 2(OAT) 2 = · Vq 1 1 P , (5)me cont1 2]t ]p

]q ]v(q 1 q )me lsf5 2(OAT) 2 = · V(q 1 q ) 1me lsf[ ]]t ]p

1 P 1 P ,lsf cont (6)

where (OAT) is the observed advective tendency. The
implied constancy of V and v must be remembered. The
control simulations can be performed with the SCM
using observed advective tendencies from the ARM–
CART observations [so-called (OAT) term] plus model
errors. In the anomalous surface-flux simulations, they
get modulated by the qlsf and Plsf terms on the rhs of
(6), which represents the sum of model errors and anom-

alous vegetation and/or soil-type modification influenc-
es. If the simulation can be assumed to be realistic (i.e.,
not far removed from plausible observations), then
anomaly-minus-control differences will counter the
model errors. This is particularly true for errors that
produce a linear response in the simulation. By sub-
tracting simulation (5) from (6), we can hope to isolate
lsf-forced tendencies. This is a modification of the ar-
tificial relaxation methodology of Randall and Cripe
(1999) in which the advective equations have been re-
cast to delineate the influence of surface fluxes on the
ensuing changes in the SCM simulations.

The second term in (5) and (6) represents the hori-
zontal and vertical advective tendencies that are specific
to the control and vegetation and/or soil anomaly sim-
ulations. To estimate them, we use the grid-cell domain-
averaged horizontal wind V and vertical pressure ve-
locity v from observations. Both of them are explicitly
provided in the ARM–CART SCM data. The second
term can further be expressed as

]q V · =(q 2 q )hor obs mod obs5 2
]t Dx

2 (q 2 q )= · V , (7)mod obs obs

where DX is the horizontal length scale of the domain,
while the observed wind Vobs is taken to be constant.
Here qmod generically refers to the model-generated q,
which is different from qobs due to model errors and/or
vegetation anomaly influences, as stated before.

The second part for the vertical flux divergence of q
is of the form

]q Dv (q 2 q )vert obs mod obs5 2 . (8)
]t Dp

Here vobs is a function of p and must be multiplied with
q anomaly to conserve the anomalous moisture flux in
the entire column in the course of ensuing vertical ad-
vection. If we run all the cases involving different veg-
etation covers and soil types by invoking (7) and (8)
with or without including vegetation/soil modification
effects, the influence of vegetation and/or soil type on
the parameterized physical interactions and observed
advective tendency of q will be revealed. Whenever q
of the SCM is different from the observed, the q ad-
vected (in the horizontal and vertical directions) will get
modified. The formulas are conceptually similar to that
of Randall and Cripe (1999), except that our time con-
stant thor is simply

horizontal grid length scale
t 5 . (9)hor horizontal wind velocity

A parallel equation can be written for tendencies of
other conserved quantities being advected of which po-
tential temperature Q is most relevant. In the GEOS
GCM, we advect cloud fraction and cloud water too;
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FIG. 3. (a) Schematic coupling of a 100-layer soil hydrological description and SSiB with fluxes. (b) Soil types in ISLSCP Initiative-I
data depicted in the three-component mixture viewed as soil triangle. Typical mixing ratios of the soils for different soil types are located
in the triangle.
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FIG. 3. (Continued)

nevertheless, without the lateral cloud forcing, it is not
possible to conduct them in an SCM environment. Since
both q and Q are influenced by surface processes, we
must perform an appropriate adjustment for both vari-
ables.

a. Cloud model (McRAS)

The cloud model of our SCM is called McRAS. It
was designed with the aim of simulating prognostic
moist processes, clouds, and cloud–radiation interac-
tions in GCMs. McRAS distinguishes and parameterizes
three types of clouds: convective, stratiform, and bound-
ary layer, as shown schematically in Fig. 1. The RAS
scheme of Moorthi and Suarez (1992) generates con-
vective clouds; however, the cloud microphysics and
stratiform and boundary layer cloud schemes follow Sud
and Walker (1999). The simulated convective clouds
transform and merge into stratiform clouds on a 1-h
timescale, while the boundary layer clouds merge into
the stratiform clouds in the same time step. The cloud
condensate converts into precipitation following the au-
toconversion equations of Sundqvist (1988, 1993) and
Sundqvist et al. (1989), which contain a parametric ad-
aptation for the Bergeron–Findeisen process of ice crys-
tal growth and collection of cloud condensate by pre-
cipitation. All SCM clouds convect, advect, and diffuse
vertically (but not horizontally) with a fully interactive
cloud microphysics. In this way, the life cycle of a cloud

is inferred from cloud dynamics and microphysics,
whereas the optical properties are derived from the sta-
tistical distribution of hydrometeors in idealized cloud
geometry. Using the SCM (described above) with the
GATE Phase-III data, Sud and Walker (1999) showed
that, together with the rest of the model physics, McRAS
reproduces the observed temperatures, humidities, and
precipitation rates without discernible systematic errors.
The time histories and time means of in-cloud water
and ice distribution, fractional cloudiness, cloud optical
thickness, origin of precipitation in the convective anvils
and towers, and the convective updraft and downdraft
velocities and mass fluxes were all simulated reasonably
well, even though they could not be verified with the
available data. For such evaluations, observational data
on horizontal advection of clouds and incloud water is
needed and so far it is not available.

To determine the suitability of McRAS–SCM in the
ARM–CART environment, McRAS–SCM was inte-
grated for each of four ARM–CART SCM datasets: cas-
es 1, 3, 4, and 8, which span 2–4 weeks of IOP in June,
July, and September months. These test integrations
were performed in a prognostic mode without any ad-
justment for the model biases; that is, the horizontal
advective tendency and the rates of surface fluxes were
prescribed from observations. The results are shown in
Figs. 2a–c. Two cases are warmer and two are colder
than observed in the time mean (Fig. 2a). The specific
humidity biases also are dissimilar among the cases (Fig.
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FIG. 4. Influence of vegetation cover on the hydrological and surface fluxes simulated with 1987 ISLSCP Initiative-I data of the Oklahoma
region (a surrogate for the ARM–CART site). (a) Actual fields, and (b) vegetation anomaly minus control differences. The grid cell is 18
lat 3 18 long with location of its center given at the top of each map.
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FIG. 4. (Continued)
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FIG. 5. Same as Fig. 4 but for the Sahel location.
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FIG. 5. (Continued)
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2b). Case 1 is wetter than normal and its simulated
precipitation tracks the observed quite well (Fig. 2c).
Case 8 is extremely dry, and the simulated precipitation
is distributed in time as compared with two small epi-
sodes in the observations. A few notable systematic er-
rors of this evaluation are as follows. All the simulated
near-surface temperatures were a few degrees warmer
than observed and produce a lapse rate much stronger
than that observed between the surface and 800 hPa.
However, there is no similarity in the temperature biases
in the rest of the atmospheric column. Although essen-
tially similar to the observed, the SCM simulations also
produced somewhat lesser rainfall than observed. We
shall show later that the SCM produces realistic time-
mean evapotranspiration; therefore any biases (observed
minus SCM-simulated) in the time-averaged rainfall
must result from a lack of moisture conservation in the
ARM–CART SCM data or the humidity biases of the
simulated SCM sounding at the end of the integration.
Nevertheless, we must contend with these errors for
now.

b. Land model

Our land model is the SSiB. It is described in Xue
et al (1991). A brief discussion of several upgrades to
SSiB of our SCM can be found in Mocko and Sud
(2001). An additional modification to land hydrology is
worthy of discussion. The original SSiB had three soil
layers and parameterized interlayer hydraulic conduc-
tion with several arbitrary limits on Richards’s equation,
which, in a crude way, produced reasonable vertical
fluxes. For the current exercise, we needed a more ac-
curate solution of the Richards equation. Consequently,
we solved the soil hydraulic conduction equation with
much higher vertical resolution using a numerical meth-
odology developed by Koster et al. (2000). After ex-
perimenting with 1-cm vertical resolution and 500 layers
in the vertical, we eventually settled on a 100-layer
model with 5-cm vertical resolution (Fig. 3a) without
any loss of accuracy. In this design, plant roots are
equally distributed among the layers that contain them.
This resolution is not suitable for GCM work, but it is
vital for accurate hydraulic conduction in the vertical
for land assuming no subgrid-scale variability. Clearly,
lack of adequate representation of subgrid-scale vari-
ability in the horizontal is a limitation, but that is a
separate issue, and we postpone its treatment for a later
time. Nevertheless, the 100-layer soil model has the
bottom boundary at 5-m depth, whereas the vegetation
(root zone) layers of SSiB can vary regionally as a
function of soil type and vegetation covers. The original
SSiB was evaluated with the International Satellite Land
Surface Climatology Project (ISLSCP) Initiative-I data
under the Global Soil Wetness Project (GSWP; Dir-
meyer et al. 1999) as well as against other simple land
schemes (Mocko and Sud 1998). The GSWP surface
forcing dataset covers a period of 24 months: 1 January

1987–31 December 1988. In these data, the world was
characterized by only five soil types (Table 1, Fig. 3b)
and 10 different biomes; nevertheless, in the SSiB de-
sign a grid cell can be assigned only one soil type and
one biome. In other words, tiling is not feasible. How-
ever, some horizontally homogeneous grid-scale vari-
ability can be invoked through the choice of fractional
vegetation cover and leaf area index. The new 100-layer
model was extensively tested with ISLSCP Initiative-I
data without use of any tuning factors for a range of
conditions varying from extremely dry to highly moist.
The model generates reasonable soil water transport
timescales for all soil types and parameterized vegeta-
tion processes.

As an example, we show in Fig. 4a how altering the
vegetation in the GSWP evaluation (near the ARM–
CART site) from a fully vegetated ground cover to a
desert would affect the simulated soil moisture and land
hydrology. Desert conditions lead to less evaporation
and higher soil moisture and soil water drainage or run-
off, whereas full vegetation cover produces more evap-
oration and less soil moisture and runoff. Such differ-
ences are also evident in the difference maps (Fig. 4b).
Without vegetation removing soil water by transpiration,
the soil moisture fraction in the month of June, for ex-
ample, at 1–1.5-m depth (top panel, Fig. 4a) becomes
as high as 0.6 versus only about 0.3 for the simulation
with natural vegetation cover. With 99% vegetation cov-
er (or ‘‘forest’’), there is a systematic reduction of soil
moisture, particularly in the spring season in which there
is considerable soil water uptake by transpiration. How-
ever, in late summer, the soil moisture does not drop
much below 0.3 for the natural ground cover, because
once vegetation starts to wilt, it does not produce very
much transpiration. Similar results can be noted for Sa-
hel, which has an extended dry period before the onset
of the summer monsoon (Figs. 5a,b). At the beginning
of the rainy season, the soil wetting time for the deep
soil is on the order of 10–20 days as can be seen from
the slope of the soil moisture isohalines going into the
deeper regions of the soil. Once wetted, the adjustment
timescale is much smaller. Regardless, wetter (drier) soil
up to 3-m depth is simulated for minimal (maximal)
vegetation cover simulations. In these assessments, the
forcing of the land surface by rainfall and near-surface
atmospheric conditions is maintained invariant. Similar
assessments were produced for monsoonal India, Mis-
sissippi basin, and over a dozen other regions of the
world (not shown). In all of these regions, the land
hydrology and land surface fluxes simulated a very rea-
sonable behavior (which is an evidence of an accurate
numerical calculation of Richards’s equation), although
observational verification could not be performed be-
cause of lack of in situ data. Having satisfied ourselves
of a reasonable performance of the soil hydrological
model, we linked this 100-layer soil SSiB model to the
atmospheric SCM to conduct the vegetation–soil–at-
mospheric interaction studies.
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FIG. 6. Thirty initial soil moisture profiles used for case 1. Soil moistures were produced by running each of the five soil types with each
of the six vegetation covers of the ARM–CART simulation using ISLSCP Initiative-I forcing data from 1 Jan up to the starting date for the
GSWP data for 1987.

3. Design of the experiment

To evaluate the influence of vegetation on rainfall in
the midwestern United States, we employ ARM–
CART–SCM data over the ARM–CART site (a 300 km
3 300 km region in Kansas and Oklahoma). The ARM–
CART data used in this investigation were collected in
four IOPs referred to as case 1 (18 July–4 August 1995),
case 3 (19 June 1997–18 July 1997), case 4 (15 Sep-
tember 1997–6 October 1997), and case 8 (12 July
1999–22 July 1999). At the time of writing this paper,
case 8 was not assigned an official number. The ARM–
CART measurements also provide surface fluxes, top-
of-the-atmosphere radiative inputs, and advective and
divergent heat, moisture, and momentum tendencies for
the SCM atmosphere at 16 levels. The observations were
analyzed in 4D variational assimilation (Zhang and Lin
1997) and made available at 3-h intervals. The ISLSCP
Initiative-I data in the ARM–CART region indicate
roughly 60% vegetation cover for July; however, we
allowed the vegetation cover to vary from 1% to 99%

in order to delineate the influence of vegetation on sim-
ulated rainfall. Our experiment is the SCM equivalent
of a regional modeling experiment in which the large-
scale forcing is prescribed at the lateral boundaries from
analysis of observations while the chosen region is free
to respond with changes in its surface fluxes and at-
mospheric adjustments. The main difference is that here
the SCM employs GCM grid-scale parameterizations to
represent changes in mesoscale circulation. The influ-
ence of vegetation on surface fluxes as well as temper-
ature and humidity soundings gets communicated in the
vertical through physical processes, namely, turbulence,
dry convection, and moisture–cloud-radiative forcing of
the column atmosphere. Clearly, we also have the free-
dom to alter the soil type and soil moisture dependent
hydraulic properties. Since ISLSCP Initiative I endorsed
five possible soil types for all land throughout the world,
and recognizing the possibility of large variations in soil
types in a typical 300 km 3 300 km size of land, we
evaluated the performance of the SCM with each soil
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FIG. 7. Case-1 simulated errors (simulated minus observed) for the control with soil type 3 and vegetation cover of 60% with corrections
for the model errors: (a) temperature fields, (b) humidity fields, and (c) simulated (dashed) vis-à-vis observed (dark solid) precipitation.

type using the same observed forcings. Six-months-or-
longer spinup integrations performed with ISLSCP Ini-
tiative-I data for 1987, which provide the initial soil
moisture profiles for the SCM evaluation period, were
needed for a reasonable equilibration between soil water
and precipitation. The method produced reasonable soil
moisture profiles. This is a compromise because the
forcing data for the antecedent periods of 1995 and other
years were unavailable. In fact, keeping the same forcing
leads to more soil moisture for less vegetation cover
because with less vegetation there is less transpiration.
We performed the same set of simulations for each of
the four ARM–CART datasets. For each ARM–CART
dataset, we ran a suite of 30 (5 6 3 5) simulations,
representing all combinations of six vegetation covers
(namely, 1%, 20%, 40%, 60%, 80%, and 99%) and five
soil types. The SCM-derived initial soil moisture pro-
files for the control cases for case 1 are given in Fig.
6. We then produced four additional ensemble of thirty
simulations each, in which the initial soil moisture pro-

file of the 60% vegetation cover for each soil type was
varied to introduce additional soil dryness of 25%, 50%,
75%, and 100% of the soil moisture deficit (5 1 2 f s),
where f s is the soil moisture. Thus 150 simulations for
each ARM–CART case were performed, which be-
comes 150 3 4 5 600 simulations altogether for four
ARM–CART cases. These simulations were used to an-
alyze the relationships among soil moisture, soil type,
vegetation cover, and rainfall.

4. Results

The objective of the current study is to determine the
influence of vegetation on the rainfall. These simula-
tions are directly relevant to the hydrometeorological
conditions in the midwestern United States. We used
the ARM–CART data to perform SCM simulations in
which the initial soil moisture profile was varied by soil
type as described in section 3. All these cases were used
to address the influence of initial soil moisture profile
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FIG. 7. (Continued)

that in turn could affect evapotranspiration and its in-
fluence on precipitation.

a. Control simulation

We use (7) and (8) for adjusting the outflow of mois-
ture from the test region in response to the differences
in the simulated and observed humidities (and temper-
atures). Since changes in land surface fluxes would pro-
duce corresponding anomalies in the atmospheric water
vapor (and temperature), such adjustments are central
for simulating the influence of changes in local surface
fluxes on rainfall. We simulated each of the four ARM–
CART datasets giving the earth–atmosphere system re-
sponse to 30 combinations of soil types and vegetation
cover given in Table 1 and Fig. 3b. The initial soil
moisture profiles were determined from an over-6-
month (1 January through the starting date of the sim-
ulation) soil moisture spinup forced with 1987 ISLSCP
Initiative-I data using the prescribed soil types and veg-
etation fraction. Figures 7a–c show the temperature, rel-

ative humidity, and precipitation errors (simulated mi-
nus observed) at 3-h intervals for case 1, soil type 3,
and 60% vegetation cover (a combination nearest to the
observed local conditions). All other diagnostics akin
to those discussed in Sud and Walker (1999) were ex-
amined and found reasonable; but here we discuss those
that could be verified against observations. Using the
same SCM, but with surface fluxes prescribed from
ARM–CART observations and with no adjustment to
the tendencies, yielded reasonably realistic temperature,
humidity, and rainfall fields (Figs. 2a–c). Recall that the
current simulation is fully interactive and has the surface
atmospheric column affecting the divergent outflow and
with SSiB coupled to a 100-layer subsoil hydrological
model (Koster et al. 2000). Naturally, the simulation
generates its own prognostic surface fluxes. Thus the
atmospheric simulation contains an adjustment for mod-
el errors as well as surface flux anomalies as discussed
in section 2. With these adjustments, the simulation
yields even more realistic time-mean atmospheric
soundings, that is, time series of the vertical profiles of
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FIG. 7. (Continued)

temperature (Fig. 7a) and humidity (Fig. 7b), but with-
out much impact on rainfall (Fig. 7c). In the 3-week
averages, (shown on the far right of each panel of Fig.
7), the simulated time-mean biases are at an acceptable
level. The instantaneous biases fluctuate around the
mean. We note that there are two episodes of about 48C
cooling with a preponderance of 18–28C warm (cool)
patches at around 100 (400) hPa level, respectively. As
noted before, the near-surface air is generally warmer
than observed. In the humidity field too, minimal sys-
tematic biases appear. However, one could infer that near
the surface the model atmosphere is a bit too warm and
humid, which compensates for somewhat cooler envi-
ronments atop. Nevertheless, recognizing that the sys-
tematic biases in temperature and humidity are small
and stable, we submit that the SCM simulations capture
reality of the atmosphere reasonably. Since the simu-
lated precipitation is somewhat less than the observed
(Fig. 7c), it implies either the simulated evaporation is
too low or the horizontal moisture flux divergence is
too high. In fact, the evapotranspiration was quite re-
alistic with the 60% vegetation cover, and therefore the
horizontal moisture divergence is likely in error, and
this could be due to a model bias and/or the input data.
Because these errors do not relate to any systematic
errors in the accompanying fields, we argue that the
model is performing well within the limits of obser-
vational errors. Additional evaluations (not shown) in-

dicate that the choice of a relative humidity trigger for
the onset of moist convection is the only parameter that
can affect the rainfall amount, but this had no effect on
the overall conclusions of this study. Since this trigger
can be easily tuned (not done) to get better agreement
with observations, we reiterate that despite the afore-
stated model biases, our SCM evaluations should lead
to a robust conclusion.

The evapotranspiration and sensible heat flux time
series for three vegetation covers for case 1 with soil
type 3 is shown in Figs. 8a and 8b. The plots show
observations and three vegetation cover (1%, 60%, and
99% vegetation) cases represented by solid and dashed
lines, respectively. There is a considerable overlap be-
tween the curves, making them indistinguishable from
each other as well as from observations. Clearly, some
differences between the observed and simulated surface
fluxes cannot be explained by vegetation variations, but
recognizing that the SCM has its own clouds that do
advect horizontally, moist processes, and radiation pa-
rameterizations, the simulated fluxes can be considered
reasonable particularly because they depict good diurnal
amplitudes and phases. The main purpose of showing
them here is to convince the reader that the current SCM
can simulate realistic surface fluxes and can respond to
cloudy episodes that suppress surface fluxes by shield-
ing of solar radiation. During a particular 5-day dry
episode, 26–30 July 1995, the simulated sensible flux
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(evapotranspiration) is less (more) than the observed.
This suggests that the parameterized vegetation simu-
lated more evapotranspiration even though the simu-
lated rainfall was less. This is of some concern because
it may point to a deficiency of the land model or to
biases in the initial soil moisture profile (initialized with
1987 data), but the overall temporal structure of evapo-
transpiration is otherwise quite reasonable. Our model
produces some discrepancies in the simulated precipi-
tation time series (Fig. 8c), but the results can be con-
sidered satisfactory despite the fact that the 3-week
mean precipitation is underestimated.

b. Other simulations

In addition to the control cases, four more sets of
simulations were performed with arbitrarily reduced ini-
tial soil moisture. The reductions were 25%, 50%, 75%,
and 100% of the soil moisture deficit (defined in section
3) of the control case(s). However, the soil moisture was
not allowed to go below a small arbitrary value. In this
way, a total of 150 simulations for each case were used
to establish the robustness of our findings to the initial
soil moisture using arbitrary soil moisture anomalies as
discussed above.

1) EVAPOTRANSPIRATION

Figure 9 shows that the simulated evapotranspiration
for case 1 is a strong function of vegetation cover and
soil type for the entire 3-week period. The evaporation
is highest for soil type 5 and lowest for soil type 1. The
relative patterns are robust regardless of the initial soil
moisture—whether they are taken from the spinup ini-
tialization for each vegetation cover or from initial soil
moisture for the 60% vegetation cover case. The hy-
drologic characteristics of different soil types are dis-
tinguished mainly by soil water suction potential c, and
soil hydraulic conductivity k, as a function of soil mois-
ture fraction:

2Bc 5 c f , and (10a)s w

2B13k 5 k f , (10b)s w

where cs and ks are the corresponding saturated soil
values, f W is the soil moisture fraction, and B is the
Clapp and Hornberger (1978) parameter. An increase in
evapotranspiration for a larger vegetation cover would
be expected naturally, but its dependence on soil type
is determined by cs and B functions (Table 1). The only
major exception is soil type 5, for which the evapo-
transpiration reduces for 80% and 99% vegetation cover.
This presumably is the result of nonlinear stomatal con-
trol of vegetation to soil moisture, ambient temperature,
and the photosynthetically active radiation (PAR). The
accompanying sensible fluxes (not shown) were con-
sistent with the surface energy balance and do not have
large variations (Table 2). We naturally expect sensible

fluxes to decrease with increasing vegetation cover, but
the problem is complicated by the amount of solar en-
ergy absorption at the surface through the surface albedo
asurf, which itself is a function of vegetation cover:

a 5 V a 1 (1 2 V )a .surf f forest f desert (11)

Moreover, the transpiration characteristics are modulat-
ed by the limiting influence of wilting for low levels of
root-zone soil moistures. These lead to a slight increase
in sensible fluxes with increased vegetation, particularly
for soil type 3.

2) PRECIPITATION

For case 1, the dependence of precipitation on evapo-
transpiration, caused by changes in vegetation cover and
soil type, clearly affirm the qualitative inferences of Sud
et al. (1993, 1995) and Schickendanz and Ackermann
(1977). The simulated precipitation variations are shown
on the right-hand panels of Fig. 9. The precipitation
increases with increased vegetation cover as well as
evapotranspiration presumably due to increased mois-
ture supply through evaporation. The evapotranspiration
decrease for soil type 5, 80% vegetation cover yields a
corresponding decrease in precipitation. The spread
among the different soil types becomes less as vege-
tation cover increases. As expected, for high vegetation
cover (e.g., 99%), both the evaporation and precipitation
for all soil types tend to be closer. This suggests that
the influence of the soil type on evapotranspiration is
suppressed as vegetation begins to control the surface
energy budget and evaporation, both of which influence
rainfall. We reiterate here that we match evapotranspi-
ration quite well with observations, but the simulated
precipitation continues to be somewhat less than the
observed. This error does not seem to be related to
moisture storage in the atmosphere because the model
has been found to simulate realistic temperatures and
specific humidity profiles (see section 4a). Hence, the
discrepancy must emanate from the prescribed (ARM
CART) data or the model bias correction for the hori-
zontal advection [(5); section 2]. Nevertheless, for a
given vegetation cover, clearly the soils that produce
more evapotranspiration also produce more precipita-
tion.

3) VEGETATION–EVAPORATION–PRECIPITATION

Now we employ all the ARM–CART cases to develop
the evapotranspiration–precipitation relationship as a
function of vegetation cover. Figure 10 shows the results
for each ARM–CART case averaged over all soil types.
Evaporation increased with vegetation cover for cases
1, 3, and 8. Surprisingly for case 4, it decreased with
vegetation cover. We investigated the cause of such a
behavior. First, case 4 is for a September IOP; in this
period, the root zone was already dry and vegetation
was unable to generate much transpiration. Besides, the



3684 VOLUME 14J O U R N A L O F C L I M A T E

FIG. 8. Case-1 simulated vis-à-vis observed fluxes of (a) evapotranspiration and (b) sensible heat for soil type 3. The four lines are for
1%, 60%, and 99% vegetation covers vs observations, which correspond to roughly 60% vegetation cover. The corresponding precipitation
fields are in (c).

near-autumn vegetation lacked the ability to transpire
as much. In fact, more evaporation occurred from the
top layer of soil as soil evaporation. With increased
vegetation cover, the soil evaporation naturally got re-
duced while the transpiration could not increase much.
The combined effect was to generate reduced total
evapotranspiration for increased vegetation cover. How-
ever, for the 60% initial soil moisture (bottom left, Fig.
10) we see this behavior changes and there is an increase
in evaporation, however slight, with vegetation for all
cases including case 4; nevertheless, there is much less
evaporation.

Averaged across all soils, case 1 (a wet case) shows
much more increase in precipitation with an increase in
vegetation cover, whereas cases 3 and 4 with near-nor-
mal rainfall show an indifferent influence, while case
8, with a strong drought circulation, continues to main-
tain the drought for both initial soil moisture values
(normal and 60%). These results reveal that the large-
scale circulation has a strong influence on the SCM-

simulated precipitation. In addition, the lack of vertical
velocity feedback to changes in diabatic heating of the
column atmosphere may have a tendency to increase
the column’s humidity interaction and/or transport into
horizontal divergence. Table 2 shows that for case 4 the
evapotranspiration drops while the sensible flux increas-
es warming the near-surface air; this is likely to further
stifle evapotranspiration.

4) EVAPORATION–PRECIPITATION RELATIONSHIP

Figure 11 shows the IOP-averaged evaporation–pre-
cipitation plot for all the 150 simulations regardless of
the interplay between vegetation, soil moisture, soil
type, and surface energy balance as four curves for each
of the four ARM–CART cases. We see that the atmo-
sphere responds to evaporation change in a robust fash-
ion regardless of the complexity of the biospheric pro-
cesses and land hydrology. This response is delightfully
simple and linear. It shows that for the Great Plains
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FIG. 8. (Continued)

region, roughly 50%, 25%, 7%, and 0.5% of the evapo-
transpiration would be returned back in the form of
increased precipitation for cases 1, 3, 4, and 8, respec-
tively. A linear regression analysis gave a slope of 0.499,
0.242, 0.073, and 0.005, respectively (see Table 3). We
attempted to verify the precipitation intercepts (b value)
by running one simulation for each of the four cases
with dry soil at the initial time. The simulation produced
some evaporation through rainfall interception and soil
surface wetting produced during the course of the in-
tegration. The simulated evaporation–precipitation
(large black dots) reaffirmed with the linear fit rela-
tionship quite well. Consequently, we contend that even
though the evaporation over the ARM–CART site is
complicated by soil type, soil moisture, and vegetation
characteristics (i.e., PAR, temperature, ambient humid-
ity, and winds affecting transpiration), the evaporation–
precipitation relationship is relatively straightforward
and depends upon the background circulation used to
force the SCM laterally. Broadly, for wet conditions,
the evapotranspiration produces a strong feedback effect
on rainfall, whereas for drought circulation, the influ-
ence can be inconsequential.

5) MOISTURE DISTRIBUTION IN THE VERTICAL

(i) Vegetation dependence

Among the four cases studied, case 1 produces the
strongest influence of surface fluxes on precipitation;
therefore it is analyzed further to better understand the
response of the atmosphere. The vertical structure of
moisture divergence has some interesting features as
shown in Fig. 12a. With increasing vegetation cover,
the moisture divergence becomes smaller near the sur-
face, that is, between 960 (surface pressure) and 850
hPa. However, it increases for the middle atmosphere
(i.e., between 500 and 850 hPa) despite larger evapo-
transpiration adding moisture to the lower troposphere.
Such an outcome might be due to enhanced upward
transport of moisture by physical processes and/or its
removal by low-level condensation, which was found
to be small. An increase in moisture divergence in the
middle atmosphere represents the influence of moist
convection and dry turbulent exchanges. The outcome
could be naturally complicated by surface albedo de-
creases for higher vegetation cover. Indeed, larger sur-
face energy fluxes would amount to larger moist static
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FIG. 8. (Continued)

TABLE 2. Time-averaged fluxes and precipitation at the surface.

Simulation period and
ARM–CART case No. Vegetation fraction

Surface fluxes (W m22)

Net radiation Evapotranspiration Sensible heat
Precipitation
(mm day21)

18 Jul–4 Aug 1995
Case 1

Data*
1%

60%
99%

149.1
143.5
158.1
164.1

110.0
109.0
115.0
118.9

44.6
28.9
38.8
41.6

7.52
6.94
7.03
7.06

19 Jun–18 Jul 1997
Case 3

Data*
1%

60%
99%

163.1
158.2
171.6
179.6

123.1
124.7
121.6
124.2

33.4
27.0
44.5
51.2

4.34
3.55
3.34
3.28

15 Sep–6 Oct 1999
Case 4

Data*
1%

60%
99%

102.6
85.2
84.4
86.7

68.5
75.2
53.7
50.8

34.8
7.22

28.4
35.5

3.67
3.02
2.88
2.87

12 Jul–22 Jul 1999
Case 8

Data*
1%

60%
99%

182.7
156.0
172.0
177.8

126.2
126.3
122.4
121.5

34.3
25.2
45.7
52.9

0.856
0.0266
0.0181
0.0163

* ARM–CART data provided as best estimate of observation.
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FIG. 9. Simulated (left) evaporation and (right) precipitation as a function of vegetation fraction for the entire period for each of the five
soil types for case 1 using (top) 30 different soil moisture spinup profiles and (bottom) 60% initial soil moisture profiles.

energy and invigorated moist convection. Moreover,
during the spinup, the land with lower vegetation cover
naturally transpires less and retains more precipitation
as soil moisture; in this way it tries to mitigate tran-
spiration reduction by direct soil evaporation. Since an
atmospheric layer, moistened with evaporation, is ex-
pected to produce larger moisture divergence, the sim-
ulated reduction in moisture divergence suggests the
dominant role of upward moisture transport by physical
processes. Not only does the moist convection transport
the cloud sublayer moisture upward, but it also brings
dry air into the surface layers through convective-scale
downdrafts. To the extent that the moisture loss of the
lower layer is reflected as moisture gain in the middle
layer or even the top layer (which is miniscule), the
peculiar behavior in Fig. 12a is an outcome of the ver-
tical transport. Indeed, when we assumed the depth of
the lowest layer to 700 mb, most of the moisture di-
vergence changes were reflected in that layer (not
shown). Because of this, we argue that surface fluxes
can affect the vertical transport of moisture through

boundary layer and moist convective processes. Our
SCM simulations reveal that despite the evaporation in-
crease, the lower layers can be drier.

(ii) Evapotranspiration dependence

Case-1 simulations were also used to analyze the re-
lationship between near-surface moisture divergence
and evapotranspiration. The IOP-averaged plot in Fig.
12b shows a discernible scatter because the surface en-
ergy absorption is a function of vegetation cover, which
also influences the surface evaporation. As expected,
the moisture divergence reduces (becomes less negative)
as evapotranspiration increases. This is obviously dif-
ferent from its relationship with vegetation cover where
it reduced with vegetation cover that leads to evapo-
ration increase. The upper-level moisture divergences,
that is, 850–200 hPa (not shown), have compensating
(opposite sign) effects on the moisture divergence sim-
ulated in the near-surface layers (shown in Fig. 12a).
The sum of the entire column moisture divergences
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FIG. 10. Simulated (left) evaporation and (right) precipitation as a function of vegetation fraction for the entire period averaged for all
soil types using (top) 30 different soil moisture spinup profiles and (bottom) 60% initial soil moisture profiles.

yields a smooth graph showing a linear relationship be-
tween moisture divergence and evapotranspiration. This
is also consistent with a linear relationship between sim-
ulated precipitation and evapotranspiration (Fig. 11).

5. Discussion and conclusions

The aim of the current investigation was to understand
how vegetation cover, soil type, and soil moisture could
influence rainfall in the midwestern United States during
summer season. Four ARM–CART SCM datasets (one
for June, two for July, and one for September IOPs)
were deployed to run an SCM version of the GEOS-2
GCM. If the precipitation were weakly affected by sur-
face fluxes, the rainfall in the region would be largely
independent of evapotranspiration. One can intuitively
infer that the Sahara Desert and/or coastal regions with
orographic lifting and inland large-scale flow would be
such regions. Nevertheless, the evapotranspiration–pre-
cipitation feedback could vary depending upon the re-
gion and/or the large-scale pattern of the atmospheric

circulation; such an understanding would enable one to
influence the local precipitation by clever management
of the biosphere.

The current SCM simulations with the ARM–CART
data confirm a positive feedback between evapotrans-
piration and precipitation. This relationship is strong for
wet conditions and is truly weak for a drought circu-
lation. We simulate larger evapotranspiration in the
growing season in response to higher initial vegetation
cover. To use these results under field conditions, the
extra water needed for increasing the evapotranspiration
would have to be supplied through irrigation that relies
on external water sources or ground water storage. How-
ever, because of the evapotranspiration–rainfall rela-
tionship and efficient retention of rainwater by the veg-
etation in the biosphere, the external water supply could
be only one-half to three-quarters of that needed for
enhanced evapotranspiration. Obviously, these results
cannot be generalized to other regions. Even for the
Midwest summer, the results are strongly circulation
dependent and therefore warrant some caution. In pre-
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FIG. 12. (a) IOP-averaged simulated moisture divergence increase
above the 1% vegetation cover as a function of vegetation cover for
case 1 between (i) the surface and 850 hPa, (ii) 850 and 500 hPa,
(iii) 500 and 200 hPa, and for (iv) entire column values. (b) Scat-
terplots of (i) surface–850-hPa moisture divergence and (ii) surface–
200-hPa level moisture divergence as a function of surface evapo-
ration regardless of the vegetation fraction or initial soil moisture for
case 1.

←

FIG. 11. Evaporation–precipitation relationship for an ensemble of
five sets. Each set has five soil types, six vegetation covers, and uses
an initial soil moisture profile from 60% vegetation cover initiali-
zation produced with multimonth spinups. The solid line is a least
squares fit to the SCM simulations. The dashed line represents all of
the increase in evapotranspiration turning into precipitation. The pan-
els are for cases 1, 3, 4, and 8 as indicated on the panel.

scribing large-scale lateral forcing for the SCM, we im-
plicitly assume that the regional hydroclimatological
changes are not so large as to affect the large scale. This
might not hold true for some cases. Nevertheless, we
have made an appropriate adjustment for the large-scale
forcing of the SCM by introducing a methodology for
the grid-scale columnar temperature and humidity
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TABLE 3. Least squares fit where P 5 aE 1 b.

Case
No. a b Correlation Rms error

1
3
4
8

0.499
0.242
0.073
0.005

5.059
2.270
2.743

20.005

0.992
0.875
0.938
0.823

0.060
0.114
0.018
0.004

changes to affect their advective tendencies in the hor-
izontal as well as the vertical directions. Consequently,
we contend that our investigation is a realistic 4-case
study in which scale separation between the large and
mesoscales has been assumed.

Indeed, the moisture advected out of the SCM will
not be a loss for the region as a whole because the water
vapor still has a long way to travel before it leaves the
continent. It will naturally augment the water vapor con-
tent of the air mass flowing out of the region, and it is
likely to increase the precipitation in the nearby regions
(Schickedanz and Ackermann 1977). Thus, even if the
irrigation were to rely on transporting water available
a few hundred kilometers around the region, the excess
rainfall outside the region would be likely to recover
some of the water transported for transpiration by the
biosphere.

A natural question is would the vegetation-induced
subgrid-scale variability in surface fluxes and moist pro-
cesses affect the local mesoscale circulation? The an-
swer is indeed it would (Pielke and Avissar 1990); how-
ever, the goal of a good parameterization is to handle
such effects realistically, particularly in the domain-av-
eraged sense. Whether our SCM invoking GEOS-2
physics and McRAS is adequate enough to address such
influences remains unanswered, but the fact that the
SCM responds realistically to several ARM–CART and
other evaluations provides some credibility to the cur-
rent studies (Sud and Walker 1999; Ghan et al. 2000).
Besides, SSiB and its evapotranspiration submodel have
been evaluated thoroughly with several field observa-
tions, while the new 100-layer land hydrological model
is invoked to improve the hydrologic accuracy of soil
water conduction. Therefore, we are convinced that our
evapotranspiration and soil hydrological model is as
good as that in any state-of-the-art SCM. We believe
studies such as this could help to alleviate some of the
ambiguity generated by a variety of answers given by
GCMs to a typical deforestation such as summarized in
Hahmann and Dickinson (1997) and other studies of
climatic effects of vegetation and/or soil moisture anom-
aly scenario.

In addition to the above limitations associated with
the evaluation procedure and the modeling assumptions,
several inherent parameterization problems continue to
hinder an accurate simulation of land–atmosphere in-
teraction. Among the unsolved problems are the influ-
ences of subgrid-scale variability of soil type, soil mois-
ture, vegetation cover, and orography. The drainage

characteristics and surface runoff pathways with their
associated effects on the water table and soil moisture
availability are also ignored. A highly nonlinear re-
sponse of surface fluxes to such variations makes the
problem of parameterizing land processes truly hard to
address. In addition, the intrinsic variability of bio-
spheric processes, particularly on seasonal and longer
timescales, diminishes the positive influences of recent
advances on climate simulation although interactive bio-
sphere climate simulations have begun to show promise
(Zeng et al. 1999). Under the circumstances, controlled
evaluations such as ours may provide an important in-
sight. We plan to continue to test our approach using
additional datasets for the Midwest and other important
regions of the world.
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